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Abstract

In this work, we present a syntactic parser specialized for German clinical data. Our model, trained on a small gold standard nephrological dataset, outperforms the default German model of Stanford CoreNLP in parsing nephrology documents in respect to LAS (74.64 vs. 42.15). Moreover, re-training the default model via domain-adaptation to nephrology leads to further improvements on nephrology data (78.96). We also show that our model performs well on fictitious clinical data from other subdomains (69.69).

1 Introduction

The demand for Natural Language Processing (NLP) in the clinical domain is rapidly increasing due to growing interest in clinical information systems and their potential to enhance clinical activities. Clinical text data exists in abundance in unstructured format (patient records, hand-written notes, etc.) that, once structured by NLP solutions, could be used to improve interaction between patients and medical staff, to aid the personalization of treatment and to automate risk stratification. Further, NLP can aid the detection of adverse drug events, as well as the detection and prediction of healthcare associated infections (Dalianis, 2018).

A multitude of NLP tools were developed to process English clinical text, such as Savova et al. (2010) or Aronson and Lang (2010), but, thus far, few for German (see Section 2). The primary reason for this is the lack of existing clinical text in German that can be accessed for research, due to strict laws revolving around issues of ethics, privacy and safety (Starlinger et al., 2016; Suster et al., 2017; Lohr et al., 2018).

Added to the juridical constraints, clinical language is by itself difficult to process and, thus, requires specialized solutions. It tends to be driven by time pressure and the need for minuteness, often deviating from stylistic, grammatical and orthographic conventions.

Some features of clinical language problematic for machine-readability are (Patrick and Nguyen, 2011; Roller et al., 2016; Savkov et al., 2016; Dalianis, 2018):

Domain-dependence: Extensive use of Greek- and Latin-rooted terminology, e.g. Appendektomie (‘appendectomy’), thorakal (‘thoracic’).

Complexity: Complex syntactic embeddings, e.g. In Anbetracht der initial bestehenden Entzündungskonstellation haben wir antibiotisch mit Levofloxacin 500 mg 1-0-1 über 10 Tage behandelt, was sich im Nachhinein nach dem bakteriologischen Resistenzprofil als treffsicher erwies. (‘Given the initial inflammatory constellation, we treated antibiotically with Levofloxacin 500 mg 1-0-1 for 10 days, which turned out to be accurate according to the bacteriological resistance profile.’)

Reduction: Ellipses of auxiliary and copula verbs as well as sentence boundaries, e.g. Geht gut. (‘Goes well.’), Ödeme rückläufig (‘Edema declining’).

This work focuses on syntactic dependency parsing of clinical text in German. Syntactic dependency relations provide insight into the grammatical structure of a sentence and are often used as input for NLP applications.

We use the Stanford Parser (SP) (Chen and Manning, 2014), a domain-independent syntactic neural network dependency parser from the Stanford CoreNLP pipeline (Manning et al., 2014), and examine its accuracy on highly specialized German-language data from the clinical domain. The result is rather poor when using the German default model. In order to improve it, two experiments...
were conducted:

1) We provide the SP with gold standard tokenization and PoS-tags and (re-)train two new models on the gold standard annotation. Based on the results, we establish that a model trained on a small nephrological dataset already outperforms Stanford’s own model when parsing clinical text. However, our best-performing model is a blend of Stanford’s data model, re-trained with the model described here. From this, we take that re-training models that were initially trained on large-scale datasets of mixed domains with in-domain data (of smaller scale) is beneficial.

2) We further test the potential of our best-performing model on additional documents from varying clinical subdomains, with promising results. These are fictitious as opposed to the previous test set, and thus, can be published for further use.

In this work, we demonstrate how existing NLP models can be refined to process domain- and language-specific data. The paper is structured as follows: In Section 2, we present a selection of previous research. Next, we present our dataset in Section 3, followed by the procedure of our experiments in Section 4. Finally, we sum up our findings in Section 5.

2 Related Work

The Stanford Parser is a popular language-agnostic syntactic statistical parser (Zou et al., 2015; Ma et al., 2015; Chaplot et al., 2015) that can be trained on any language. As part of the unified Universal Dependencies (UD) framework (Nivre et al., 2016), models for various languages, including German, are available. The German model was trained on the UD Treebank for German – a large dataset of heterogeneous nature (website crawls). German uses all 17 universal Part of Speech (PoS) categories and most of the 40 dependencies due to its morpho-syntactic complexity. For a complete list of language-specific relations, please refer to the UD website.

It is tried and tested that the source domain trained on the parser needs to match the domain of the data to be parsed (McClosky et al., 2010). As a consequence, existing parsers tend to handle domain-specific data poorly. With the increased interest in biomedical NLP in recent years, there have been a number of shared domain-adaptation initiatives, whereby pre-built, domain-independent parser models are customized and used for re-training (McClosky et al., 2010; Jiang et al., 2015; Skeppstedt et al., 2014; Rimell and Clark, 2009).

The Charniak Parser (Charniak, 2000) was enriched with data from a variety of domains, including abstracts from PubMed, a corpus of biomedical and life sciences journal literature (McClosky and Charniak, 2008). Similarity measures between target and source domains were fed into a regression model that analyzes the effect of domain dissimilarities and, subsequently, selects the input that maximizes the regression function. This multi-source approach to domain adaptation improves the parse quality of texts from all source domains, compared to non-specific domains. The system learned quantitative measures of domain differences and their effects on parsing accuracy, so that it proposes linear combinations of the source models.

Jiang et al. (2015) compared the SP, Charniak and Bikel (Bikel, 2004) parsers on clinical text before and after domain-adaptation and found that domain-adapted re-training is an effective measure and that the SP outperformed the others.

A different approach was taken by Skeppstedt et al. (2014) via a direct comparison between clinical and standard Swedish text parses using a domain-independent Swedish parser. Based on the manual analysis and the identification of eight PoS-related error types, pre-processing rules were formulated and fed back to the tool, resulting in improved parsing. Likewise, Rimell and Clark (2009) report that simply retraining the PoS-tagger on biomedical data leads to significant improvements in parsing performance. This indicates the importance of a relevant PoS-tagset applied consistently.

Contrasting these shared efforts, there is – to date – not a single dependency processing tool available for use on clinical German. As already mentioned in the Introduction, the lack of shared resources is a persisting obstacle for clinical NLP in Germany (Starlinger et al., 2016). However, progress can only be made by the sharing of models (Hellrich et al., 2015; Starlinger et al., 2016). Furthermore, Lohr et al. (2018) propose testing models on synthetically generated medical corpora, which can be made public without infringing on data privacy laws.

There are currently a total of ten corpora in clinical German – all inaccessible (Lohr et al., 2018) – the first and most well-known being the FraMed corpus (Wermter and Hahn, 2004; Hellrich et al.,...
2015), which contains authentic de-identified medical data and is PoS-tagged using a variant of the Stuttgart-Tübingen-TagSet (STTS). The corpus was used for generating in-domain machine learning models for different tasks, e.g. sentence splitting, PoS-tagging and tokenization (Faessler et al., 2014; Hahn et al., 2016). However, it is unaccessible for research.

Hellrich et al. (2015) tested JCoRe, a newly developed NLP pipeline, on FraMed with respect to PoS-tagging and compared the results to the OpenNLP (Ingersoll et al., 2013) and the Stanford PoS-tagger (all trained on FraMed). JCoRe outperformed alternative components of OpenNLP and Stanford.

3 Data

This section presents the data used for training and evaluation of our dependency tree parser.

3.1 Nephrological Dependency Corpus

A small gold standard corpus of nephrological text documents, including PoS and dependency annotations, serves as the reference point for our experiments. It is henceforth referred to as Nephro_Gold. The dataset comprising our gold standard corpus, presented in Table 1, consists of original de-identified German nephrology records – clinical notes and discharge summaries. While the first are characterized by poor syntactic structure, misspellings as well as extensive use of abbreviations and acronyms, the discharge summaries are embedded in a letter format and comprise well-formed sentences as well as detailed lists of medical diagnostics and procedures.

<table>
<thead>
<tr>
<th>clinical notes</th>
<th>dis. summaries</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of files</td>
<td>44</td>
</tr>
<tr>
<td>total word count</td>
<td>3,154</td>
</tr>
<tr>
<td>avg. words (std.)</td>
<td>71.7 (75.2)</td>
</tr>
</tbody>
</table>

Table 1: Annotated files comprising Nephro_Gold

The syntactic annotation was carried out by two postgraduate students of linguistics in their final year, in roughly 150 hours each, using the UD-tagset. The PoS-annotation had been carried out manually in previous work (Seiffe, 2018), using the STTS-tagset. Four clinical notes and one discharge summary were annotated by both annotators, initially scoring an Inter-Annotator Agreement (IAA) of 0.83, according to Cohen’s kappa. The relatively low IAA can be attributed to the linguistic challenges outlined in Section 1. The annotators reviewed the cases of disagreement and identified a number of systematic differences, such as the annotation of coordinated compound words with a preceding truncated element or discrepancies in combining nouns with other tokens in specific, complex syntactic structures. Some of these cases may have been resolved with medical knowledge that the annotators were lacking. With an adaptation of the annotation guidelines and a subsequent re-annotation, the IAA was increased to a kappa score of 0.9578.

An exemplary sentence parse from our clinical data is presented in Figure 1.

3.2 Additional Evaluation Data

In addition to the previously presented clinical dependency corpus, we use a collection of fictitious clinical notes and discharge summaries to further evaluate parsing accuracy. These were written by students familiar with the nephrology data. Thus, they may not be authentic from a medical perspective but they maintain the linguistic characteristics and vocabulary of genuine documents.

In order to enrich the corpus semantically and provide a more realistic setting, additional fictitious discharge summaries in the subdomains of Surgery, Cardiac Rehabilitation, Discharge, Internal Medicine and Relocation were created by a medical student using the template-based online tool Arztbriefmanager, which we refer to as ABM. Table 2 provides an overview of the fictitious data. Within our experiment this dataset will be automatically parsed before being manually annotated.

<table>
<thead>
<tr>
<th>clinical notes</th>
<th>ABM</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of files</td>
<td>30</td>
</tr>
<tr>
<td>total word count</td>
<td>1,233</td>
</tr>
<tr>
<td>avg. words (std.)</td>
<td>41.1 (12.0)</td>
</tr>
</tbody>
</table>

Table 2: Fictitious data for extended experiments

Translation: RR (Riva-Rocci – ‘blood pressure’) at home about 130/80 mmHg.

Figure 1: Sentence with syntactic dependencies
4 Experiments & Evaluation

The experiments are carried out using the Stanford Parser (SP) (Chen and Manning, 2014). We applied a 10-fold cross-validation on the Nephro_Gold dataset. Clinical notes and discharge summaries are equally assigned to the different folds. Within each validation step 80% of the data is used for training, 10% for development and 10% for testing.

The Labeled Attachment Score (LAS) was applied as our accuracy metric. A given dependency is therefore scored as correct only if both the syntactic head and the label are identical.

4.1 Baseline: Stanford Out-of-the-box

First of all, we would like to determine the performance of Stanford CoreNLP on German clinical data using the pre-existing PoS-tagger and dependency parser models for German. Thus, CoreNLP was tested out-of-the-box, without any further processing, on the Nephro_Gold test partitions, input in plain text. It automatically performs tokenization, PoS-tagging and dependency parsing, yielding an average LAS of 27.09.

As expected, the original dependency tree model for German does not perform flawlessly on our clinical data. This may be due to the fact that the model was trained on non-clinical data. Moreover, we observe errors in tokenization and PoS-tagging that lead to consequential errors in the labelling of dependencies.

4.2 Experiment 1: Dependency Parsing of German Nephrology Reports

In order to observe the true efficiency of the SP, we eliminate potential errors caused by automatic preprocessing. Thus, we provide single tokens along with PoS-labels of the gold standard set as input to the SP and test the following three models on the Nephro_Gold test set using a 10-fold cross validation:

1. We test the default SP model again, as in the baseline test in Section 4.1, this time skipping the tokenizer and PoS-tagger, and instead, feeding the SP with tokens and their PoS from the gold standard test split. We refer to this configuration as ‘stanford-conf’.
2. We train a new parser model using only the Nephro_Gold training and development set. In doing so, we aim to create a parser specialized to German clinical language (specifically the subdomain of nephrology). We refer to this model as ‘nephro’.
3. Stanford’s given German parser model contains optimized parameters to label dependencies on general text. We use this already existing model as baseline, re-train it (250 epochs) with the Nephro_Gold training set and optimize it against the Nephro_Gold development set. This way, we train a specialized dependency parser for clinical data that retains previously learnt knowledge about dependency parsing of more general data. We refer to this configuration as ‘transfer’.

<table>
<thead>
<tr>
<th></th>
<th>baseline</th>
<th>stanford-conf</th>
<th>nephro</th>
<th>transfer</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAS</td>
<td>27.09</td>
<td>42.15</td>
<td>74.64</td>
<td>78.96</td>
</tr>
</tbody>
</table>

Table 3: Average LAS, based on a 10-fold cross-validation, on German nephrology data (Baseline + Experiment 1).

The results of the cross-validation presented in Table 3 show that simply by including gold annotation PoS-tokens into the input data and, thus, avoiding consequential parse errors, stanford-conf yields achieves better results than baseline. Moreover, nephro, trained solely on the small gold standard corpus, significantly outperforms stanford-conf, and transfer outperforms both other models.

All tested setups yield promising results, though, they have three drawbacks: 1) Inputting gold standard PoS-tokens does not represent a realistic scenario. 2) The gold standard data applied in nephro and transfer is relatively small. 3) Applying the parser to linguistically distinct nephrology data obscures its performance on more diverse German clinical data. These issues will be addressed in the next section.

4.3 Experiment 2: Extended Experiments

For the second experiment, a number of problems described in this paper have been successfully resolved: 1) We increase the size and the semantic variety of our test set (in comparison to the size of the test set in each single cross-validation step), 2) we use an external tool for tokenization and automated PoS-tagging and 3) we circumvent the legal obstacle by using fictitious clinical data which we can make available for further use.

In the first step, the fictitious data described in Section 3.2 is automatically pre-processed using
JPOS, a PoS-tagger trained on medical data that utilizes a Maximum Entropy model (Hellrich et al., 2015). As the fictitious dataset is not annotated, and evaluation has to be carried out manually, only the best performing model from the previous experiment in Section 4.2, transfer, is applied to the fictitious data. Our re-trained model takes JPOS-processed text (sentence-split, tokenized and PoS-tagged) as input.

In the final step, the output files are manually corrected by human evaluators (eval-1 and eval-2), who previously carried out the gold standard annotation (see Section 3.1), in roughly three hours per person. They evaluated PoS-tags and dependencies, and made amendments where required. Two clinical notes and one ABM discharge summary were examined by both evaluators, respectively, scoring an IAA of 0.9686 in terms of Cohen’s kappa.

<table>
<thead>
<tr>
<th>subset</th>
<th>eval-1</th>
<th>eval-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>clinical notes</td>
<td>75.96</td>
<td>81.75</td>
</tr>
<tr>
<td>ABM</td>
<td>69.69</td>
<td>76.26</td>
</tr>
</tbody>
</table>

Table 4: LAS for ‘transfer’-model on the fictitious dataset (Experiment 2).

Table 4 provides an overview of the parse accuracy determined manually by the evaluators. It shows that the performance of our system attains an LAS of over 75 on the clinical notes from the nephrology domain. Moreover, the results show that the performance on the clinical notes outperforms the results on ABM, which is not surprising as our dependency parser is trained on data of the same domain. However, a performance of above 69 on German clinical data outside the nephrology domain is still promising.

5 Conclusion

In this work, we examined the accuracy of the Stanford Parser on German clinical data. As expected, the default parser model, trained on the general domain, yielded deflating results. We presented our solution of re-training the existing model with a small gold standard dataset from the nephrology domain, which shows an improvement from 42.15 (stanford-conf) to 78.96 (transfer) (Experiment 1) when tested on the same domain. We further demonstrate that the re-trained model is able to process other clinical data outside the nephrology domain, despite the relatively small size of training and evaluation data. The fictitious data and the models trained on the confidential corpus are available here.

Acknowledgements

This research was supported by the German Federal Ministry of Economics and Energy (BMWi) through the project MACSS (01MD16011F).

References


http://macss.dfki.de/index.html